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We study weighted mean convergence properties of Hermite interpolation based
on the zeros of certain generalized Jacobi polynomials such as necessary and
sufficient conditions for such convergence for all continuously differentiable functions,
convergence with given order E2n - 2(f')/n, and convergence of the differentiated
Hermite interpolation process. :g 1994 Academic Press, Inc.

1. INTRODUCTION

The main purpose of this paper is to investigate weighted LP (0 < P < 00 )

convergence of Hermite interpolating processes based on the zeros of
generalized Jacobi polynomials and the rate of convergence as well. Let

-1 <xnn(W)<Xn_1,n(W)< ... <X2n(W)<Xln(w)< 1 (1.1)

be the zeros of the generalized Jacobi polynomials Pn(w) which are
orthonormal with respect to a generalized Jacobi weight w (w E GJ). In this
paper, we write WE GJ if

w(X) = {g(X)( 1- x)Q (l + X )b,
0,

Ixl ~ 1,
Ixl > 1,

(1.2)

where g>O, g'ELip 1 in [-1, IJ, and a> -1, b> -1. When g(x):= 1, w
is called a Jacobi weight. Given a positive integer n and a bounded function
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(1.3 )
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f, the Hermite interpolating polynomial Fn(w,f) is defined to be the unique
polynomial of degree at most 2n - 1 satisfying

Fn(w,f, Xkn(W» =I(Xkn(W» and

F~{w,f, Xkn{W» =!'(xkn{w», k = 1, 2, ..., n.

In what follows, all the functions, weight functions, and spaces of
functions under consideration are defined in the interval [ -1, 1]. Given a
positive integer n and a function f, we denote by En(/) = En, oc(/) the
degree of best uniform approximation of I by algebraic polynomials of
degree at most n.

Paper [18] deals with mean convergence of Fn(w,f) in the very special
case of interpolation based on the zeros of the Chebyshev polynomials. It
is proved there that Fn(w,f) converges in weighted LP norms to IE C 1 at
the rate of E 2n _ 2(/' )/n.

The Hermite-Fejer interpolating polynomial Hn(w,f) is a polynomial of
degree at most 2n - 1 that agrees with I at the interpolation points, and
whose first derivative vanishes there. It is closely related to the Hermite
interpolating polynomial Fn{w,f). Weighted mean convergence of Hn(w,f)
was studied in detail in [14, 20, 7]. In [14J, necessary and sufficient condi
tions were found for weighted mean convergence of Hn(w,f). Subsequently,
[20] gave sufficient conditions for the convergence of Hn(w,f) in weighted
LP spaces at the Jackson rate. The latter conditions are also necessary as
shown in [7J, where necessary conditions were proved for very general
weight functions. The relationship between HAl) and Fn(w,f) enables us
to apply the methods developed in [10, 11 J and the above mentioned
papers to investigate Hermite interpolation. Although our results show that
there is certain similarity between F~(w,f) and Lagrange interpolation, we
do not have to use Hilbert transforms (a technique developed in [IOJ) to
investigate F~(w,f) as done in [21 J; weighted Bernstein-Markov
inequalities of [12 J are all that we need in this case.

In what follows, given a non-negative measurable function u and °<
p < 00, the weighted LP "norm" is defined by

With this notation, the main results of this paper are as follows.

THEOREM 1. Let 0< p < 00, WE GJ, and let u be an integrable Jacobi
weight. Then

(i) lim IlFn(w,f)-/llu,p=O (VIE C J )¢> (ii) (I-x 2 )u(x):S;Cw P(x)
n_ co

lor some constant C>°depending only on p, w, and u.
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Remark 1. It has been known for some time that, given WE GJ and a
closed interval j c ( -1, 1), we have I limn ~ en II H n(w,j) -fill., en = 0 for
all fEe (ef, [15, Thm, 2,2, p, 80 J ), and then, using some technical
estimates such as [15, formula (4.23) in Lemma 4,6, p, 88 J or Lemma 2,2
of this paper, limn ~ ex. IlFlI( w,j) - fill., .cx = 0 follows for all fECi as well,

THEOREM 2, Let 0 <p < 00, WE GJ, WI (X) = w(x)~, and let u be
an integrable Jacobi weight, Then there is a constant K> 0 depending only
on p, w, and u such that

(i) sup [n IIFlI(w,j)-fllu,p]~KE2l1-2(/')('v'fECI)~(ii) WjPuEL 1
,

liE N

Remark 2. Just as in the case of Hermite~Fejer interpolation, the
implication (i) = (ii) in the above theorem holds for much more general
weights (cf. [7J). The proof of this fact also follows from the results in [7].
More precisely, the implication (i) = (ii) in Theorem 2 remains valid if we
replace WE GJ by weight functions from either the Szego class or from a
certain subset of the Erdos class (see [7J for the definitions), Unlike in
Remark 1, and with the notation of Remark 1, there does not seem to exist
a constant K> 0 such that the inequality SUPll EN [n IlFn( w,f) -fill•. en] ~
K E2n - 2(/') holds for alifE C 1

• According to (a hand corrected version of)
[2, formula (3.6) in Thm, 3.1, p. 114J, inequality (i) in Theorem 2 holds for
more general functions u, namely, for u E (L log + LY, though the argument
given on [2, p. 126] does not appear to be complete.

THEOREM 3. Let 0 < p < 00, WE GJ, W2(X) = w(x)( 1 - x 2), and let u be a
Jacobi weight such that (l-X

2)-p/2 uEL I
. Then there is a constant K>O

depending only on p, w, and u such that

(i) sup IIF~(w,j)- f'llu,p ~ KE2n - 2(/') (VfE CI)~ (ii) w;PUE L I.
liE N

Remark 3. The first two theorems state that the conditions for the best
rate of convergence are stronger than those for just convergence. Inter
estingly, condition (ii) in Theorem 2 is exactly the same as that for the
Hermite-Fejer interpolation (cf. [20, Thm. 2.1] and [7, Thm. 1]), but
condition (ii) in Theorem 1 is slightly weaker than the corresponding
condition W -Pu ELI for Hermite-Fejer interpolation (ef. [14, Thm.5,
p. 5S J). On the other hand, the conditions for the convergence of the
derivative of the Hermite interpolating polynomial and the conditions for

1 Here and in what follows, the characteristic function of a set r! is denoted by 1...
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the best rate of convergence are the same. This is very much like the case
of the Lagrange interpolation (cf. [to, Thm. 6, p. 695]).

Since our intentions are to concentrate on proving conditions which
are simultaneously both necessary and sufficient, all our weights u in
IlFn(w,f)-fllu,p and IIF~(w,f)-f'llu.p are (integrable) Jacobi weights.
We thank one of the referees for pointing out that generalizations of
the implications (i) = (ii) in Theorems 2 and 3 for weights u of the form
u(x) = IT;;'~ I Ix - tk I'k have been discussed in (a hand corrected version of)
[2l

For the proof of Theorem 3, we will need the following theorem which
we state and prove in a more general setting. As before and in what
follows, the characteristic function of a set Iff is denoted by 1of'

THEOREM 4. Let

m

U(X) = IT IX-YkI Ak

k=1

m

W(X)=g(X) IT IX-YkI Bk
,

k=1

(1.4 )

(1.5)

where Yk E [ -1, 1], A k > -1, Bk > -1, and g is a non-negative function, If
either (i) r~O, p~l, and O<c l ::(g(X)::(c2 <00 for XE[-I, IJ, or (ii)
r~O, p>O, O<C I ::(g(x)::(c2 < 00 for XE [-1,1], and !bw(g, t) t- I dt<
00,3 then there is a constant C> 0 such that 4

J
I l,d(x) U(x) dx
-I W(x)(r+ p )/2 (l-x 2 f+3p )/4

for every interval L15; [ -1, 1].

A weaker version of Theorem 4 is given in [13, formula (6.3)].

2 The weight function win (1.2) is a special case of Win (1.5). Frequently, but not in this
paper, the latter are also cal1ed generalized Jacobi weights.

3 Here w denotes the modulus of continuity of g.
4 Here Po( W) denote the orthonormal polynomials associated with W.
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2. LEMMAS

The Hermite interpolating polynomial (1.3) is given by

n n

= L f(xkn(w)) hkn(w, x) + L !,(Xkn(W» gkn(W, x) (2.1)
k ~ J k ~ I

with

(2.2)

and

(2.3 )

(cf. [5, p.I13]) where

An(W) is the nth Christoffel function, Akn(w) = An(w, Xkn(W)), and }'n(w) is
the leading coefficient of Pn()1') (cf. [14, p. 43]). If P is a polynomial of
degree at most 2n - 1, then

(2.5 )

Given a positive integer n and a function f, the Lagrange interpolating
polynomial Ln(w,f) is defined to be the unique polynomial of degree at
most n - 1 that agrees with f at the points xkn(w) for k = 1,2, ... , n. Hence,

n

Ln(w,f, x) = L f(xkn(w») 'kneW, x).
k~l

(2.6 )

Throughout this paper, N denotes the set of positive integers. Further
more, K denotes positive constants which are independent of variables and
indices under consideration. We write A '" B if IA -- JBI ± I ~ K. We will omit
W in many formulas when it is clear what the weight function is in the given
context.

The following lemma is a summary of some properties of generalized
Jacobi polynomials which will be used to prove our main results.
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LEMMA 2.1. Let wEGJ, and let Xkn(W) = cos ekAw) with O~ekn~rr

where XOn = 1 and x n+ l • n= -1. Then

(2.7)

uniformly for nEN andO~k~n (cf [11, Thm.9.22,p.166]),

(2.8 )

uniformly for n E Nand 1~ k ~ n (cf [11, Thm. 6.3.28, p. 120]),

(2.9)

uniformly for nEN and l~k~n (cf [11, Thm.9.31, p.170]). For every
fixed 0 < (j < 1,

(2.10)

uniformly for n EN (this follows from Korous' theorem and well-known
estimates for the Jacobi polynomials, cf [17, Thm.7.1.3, p. 162, and
Thm. 7.32.2, p. 169]), and

-1 + X nn ~ 2x ~ 1+ X In

1+xln~2x~2

- 2 ~ 2x ~ - 1 + X nn'

(2.11 )

uniformly for n EN, where m is the index of that zero X kn (k = 1, 2, ..., n)
which is (one of) the closest to x (cf [11, Thm. 9.33, p. 171]). In addition,

(2.12 )
n ........ 'XJ

(cf [17, Thm. 12.7.1, p. 309]).

LEMMA 2.2. Let WE GJ, and let 0 < (j < 1 be fixed. Then there is a
constant K> 0 such that

~ 2 [log n ;-2 1 ]1.... [x-Xkn(l{')llkn(w, x)~K -- I-x + ; , (2.13)
k~l n nw(x) I-x2

uniformly for n = 2,3, ... and Ixi ~ 1 - (jn- 2
•
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The sharp estimate in this inequality is significant for our purpose
(cf. [14, Lemma 4, p. 40] for a weaker form), and, therefore, we will give
a brief proof even though it goes along routine estimates.

Proof of Lemma 2.2. In what follows we assume 0 ~ x ~ 1 - an -- 2.

Write x = cos 8 and Xkn = cos 8kn where 8, 8kn E [0, n]. By (2.4), (2.8), (2.9),
and (2.12), we have

Let m be the index of that zero Xkn (k= 1, 2, ..., n) which is (one of) the
closest to x. By (2.7) and (2.11) we have

Write now w(x) = g(x)( 1- x)a (1 + X )b. Then

1 " ( )(1 2 )3/2 p~(x)
2 L. w X kn - X kn I I
n k#m x-xkn

n

+ L
k = [en + m1/2)

(n-k+ 1)2b+3
n2b-2a+4

Splitting 11, into three sums with corresponding index sets given by
l~k~[m/2], [m/2]<k#m~2m, and 2m<k~[(m+n)/2], we can
estimate these sums individually to obtain

m 1 (n)2a+l [IOgn - 1 ]
11 - 2 10gm+- - ~K --Jl-x2+ J .

n n m n nw(x) 1 - x 2

In addition,

n2b + 4 1 (n) 2a + 1 K
1- --- ~---~==

2 n2b-2a+4. m 2a +1 n m "" nw(x) Jl- x 2'
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Putting these two estimates together, (2.13) follows when °~ x ~ 1 - (In - 2.

For -1 + an- 2 ~ x ~ 0, the proof of (2.13) is analogous. I

LEMMA 2.3. Let WE GJ, and let 0 < a < 1 be fixed. Then there is a
constant K> 0 such that

n [ log n 1 ]I Ihkn('x)I~K 1+- ~
k~1 n w(x)yl-x2

(2.14 )

uniformly for n = 2, 3, ... and Ixl ~ 1 - an - 2.

For Jacobi weights, this lemma has been proved in [19, Lemma 3.2,
p. 374], and it can be proved similarly to Lemma 2.2, provided that one
uses the estimate of A~n as given in [14, p.36].

The following result is a special case of a more general theorem proved
in [10, Thm. 1, p. 680].

LEMMA 2.4. Let WE GJ and 0 < p < ifJ. Let u be a Jacobi weight such
that w-Pu ELI. Then there is a constant K> 0 such that for every bounded
function f,

n= 1, 2, ...,

where F and WI are given by F(x) = f(x) w1
/
2(x)(1 - X

2
)3/4 and w1(x) =

w(x)~, respectively.

LEMMA 2.5 [14, Thm. 5, p.55]. Let wEGJ, O<p< 00, and let u be an
integrable Jacobi weight such that w-puEL I

• Then there is a constant K>O
such that

n= 1, 2, ...,

holds for every bounded function f

In what follows we will need that for every 0 < p < 00 and for every
integrable Jacobi weight u, there exists a constant 0 < a = a(p, u) < 1 such
that for every polynomial R 2n of degree at most 2n

(2.15 )

(cf. [11, Thm.6.3.14, p. 113])5

5 As a matter of fact, IT in (2.15) can be an arbitrary positive constant but then the constant
2 in front of the right-hand side integral may need to be increased (cf. [3, Thm. 8.4.8, p. 108;
4, Thm.9, p.247]).
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LEMMA 2.6. Let WE GJ, 0 < p < 00, and let u be an integrable Jacobi
weight such that (1 - x 2) u(x) :::;; CwP(x) for some constant c> O. Then there
is a constant K> 0 such that

IlFn(f) II u. P:::;; K[log n Ilfll a: + 11f'1100]' n = 1, 2, "', (2.16 )

for every differentiable function f

Proof Using (2.15) for the polynomial Gn(f') and applying Lemma
2.2, it follows that

{(
lOg n)p fl-,rn-1

:::;; K 11f'11 ~ -n- _I + <m-
1

(1 - X
2

)p/2 u(x) dx

Since (1-x 2)u(x):::;;CwP(x), we have

1 - an- 2

:::;; K f (1- x 2)-(p/2 J-1 dx:::;; Kn P,
-1+an- 2

and, therefore,

Next, using (2.15) for the polynomial Hn(f), it follows from Lemma 2.3
that

IIHn(f)11 ~.p:::;; K Ilfll~ f~::~~l [1 +co=ny [w(x) Jl-x
2
] -p] u(x) dx

:::;;KllfII~ [1 +co=ny np]:::;;K(lOgn)P Ilfll~.

Now (2.16) follows from (2.1) and the inequalities in the last two displayed
formulas. I
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LEMMA 2.7. Let WE GJ, 0 <P < 00, and let u be an integrable Jacobi
weight such that wl""uEL I where Wl(X)=W(x)~. Then there is a
constant K> 0 such that

IlFnU)llu." ~ K (11fll 00 +~ 11f'11 00)' n= 1, 2, ...,

for every differentiable function f

Proof Since WI""u ELl implies W- "u ELI, in view of Lemma 2.5 and
(2.1) we need to estimate IIGnU')llu." only. By (2.3) and (2.4),

(2.17 )

By (2.8), (2.9), and (2.12), we have

where ckn are certain constants uniformly bounded for n E Nand k =
1,2, ..., n. Given n EN, define the continuous function Cn such that
Cn(Xkn) = Ckn for k = 1, 2, ..., n, and cn(x) is uniformly bounded for
x E [ -1, 1] independently of n. If the function qn is defined by qn = cnf'/n,
then

(2.18 )

and, according to (2.6), formula (2.17) can be rewritten as GnU') =

PnLn(vqn) where v(x)=w 1
/
2(x)(1_X2

)3/4. Hence, by (2.10) and (2.15),

I an- 2

IIGnU')11 ~,,, ~ K f ILn(vq,,, x)I" W )"/2(X) u(x) dx
-1 +un- 2

and, therefore, by Lemma 2.4 and (2.18),

The proof of Lemma 2.7 is complete. I

We will also use the following Bernstein-Markov type inequality proved
in [12, Thm. 5, p. 242].

64Di77/J-5
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LEMMA 2.8. Given 0 < p < 00 and u an integrable Jacobi weight, there is
a constant K> 0 such that given n EN, the inequality

holds for every polynomial R n of degree at most n.

The following result played an important role in establishing necessary
conditions for mean convergence of Lagrange interpolation in [11] and
Hermite-Fejer interpolation in [7] (cf. [11, the proof of Lemma 9.9,
p. 159; 7, Lemma 5, p.322]).

LEMMA 2.9. 6 For every positive Borel measure I/. supported in [- 1, 1]
we have?

n=2, 3, ....

Now we construct a certain cubic Hermite spline function Sn defined in
[ -1, 1] which will assist us in proving the necessary conditions in our
theorems. Let x kn denote the zeros of Pn( w) for k = 1, 2, ..., n, and let
xo. n = 1 and x n + 1. n = -1. Given n EN, define Sn as a cubic polynomial
on each interval [X k + 1,n,Xkn ] for k=O, 1,2, ...,n, which is uniquely
determined by the conditions

and j= k, k + 1. (2.19 )

It is easy to write Sn explicitly on each [Xk+l.n, Xkn] as

From this formula we get

-1 ~x~ 1, (2.20 )

and

-l~x~1. (2.21 )

6 A stronger version of this lemma can be found in [16, Thm.5].
1 Here Pn(a) denotes the orthonormal polynomial associated with a, Yn(a) is its leading coef

ficient, {Xkn(IX)}k~l are its zeros, and {Akn(lX)}k~1 are the corresponding Cotes numbers. We
realize the mistake in using simultaneously the notations Pn(w) (with weights) and Pn(lX) (with
measures), and we hope that this is not going to confuse the reader. Apparently, both nota
tions have happily coexisted in the past despite occasional objections.
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We also need the following inequalities concerning simultaneous
approximation according to which for every continuously differentiable
function fin [ -1, 1] and for every n EN there exists a polynomial R 2n _ I

of degree at most 2n - 1 such that

IIR -fll ~ K £2n-2(/')
2n-l ':0""'-' n

and
(2.22)

with a suitable constant K independent off and n (cf. [6, Thm. 2, p. 172]).

3. PROOF OF THEOREM 4

In this section IX is a positive Borel measure with finite moments and
infinite support, and then pAIX) denote the corresponding orthonormal
polynomials. First we need two lemmas.

LEMMA 3.1. Let SUpp(IX) = [-I, I] and let IX'(X»O a.e. in [-1,1].
Let {fn}:~ 1 be a bounded and almost everywhere convergent sequence of
Lebesgue-measurable functions in [ -1, 1], and let f = limn ~CLJ fn- Then

lim II fAt)p~((X,t)(X'(t)dt=!II p' (3.1)
n ~ rL::' - I n - I 1 - t 2

Remark. This lemma generalizes [9, formula (11.4) in Thm. 11.1,
p. 271] where the case fn =f was proved. The proof of this lemma is based
on results from [9].

Proof of Lemma 3.1. Fix 0 < B < 1. Define On by

and

X E (-1, 1), (3.2)

8 To see (3.2), complete the square.

(3.3 )
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(cf. [9, Thm. 10.1 and formula (10.3), p. 268]). By (3.2) and (3.3)

r-€ Ifn(t) - f(t)1 p~(a, 0 a'(/) dl
-1+<

:(LI:,. I/'l(?~pOI Qn(a, I) a'(/) dl

:(~r Ifn(t) - f(/)1 Qn(a, I) a'(/) dl
e -1

:( IE ~~? I] {lfn(t)1 + If(t)l} [;12 rI IQn(a, t) a'(t) - ~ JT=?I dl

+~r 1/,,(/)-f(OI J1-t 2 dl
1l:[; _I

so that

lim r-'· Ifn(t)-f(t)lp~(a,/)rx'(/)dt=O. (3.4)
n_x: -1+1:

On the other hand,

III';; III,;; I Ifn(t) -f(OI p~(rx, t) a'(t) dt

:( sup {lfn(t)1 + If(t)l} I p~(a, t) a'(t) dt,
IE [-1.1] I-I.';; ItI ,;; 1

and by [9, formula (11.4) in Thm.1Ll, p.271] applied with the
characteristic function of the set {t: 1 - [; :( III :( 1} we obtain

lim sup I Ifn(t) - f(t)1 p~(a, t) a'(t) dt
n- x· 1 I;~ It1:E;; I

:( IE ~~f 11 {lfn(t)1 + If(t)I} ~ {,,;; It I ,;; I p' (3.5)

Since 0 < [; < 1 can be made arbitrarily small, we can combine (3.4) and
(3.5) to obtain

}~~ (1 I/,,(t) - f(t)1 p~(a, t) a'(/) dt = O.

Therefore, Lemma 3.1 follows from the previously proved case of/" =/ (d.
[9, formula (11.4) in Thm. 11.1, p. 271]). I
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LEMMA 3.2. Let supp(a) = [-1, 1J, a'(x»O a.e. in [-l,lJ, and
let 0 < P ~ 00. Then for every sequence {fn} of non-negative Lebesgue
measurable functions in [ -1, 1J,

[f (liminfn~ocfn(t»)P dtJI/P

-1 jtx'(t)j17

[

I ] lip
~ fi 2maX

(1/PI- (1/21. 0) linn: ~f LI Ifn(t) Pn(tx, t)lf dt . (3.6)

In particular, if lim infn~ oc [f~ 1 Ifn(t) Pn(tx, t)JP dtJ I/p = 0 then lim infn~ oc/n
=0 a.e.

Remark. This lemma generalizes [8, Thm.2, p.317J where the case
fn =f was proved. That theorem plays a crucial role in proving this lemma.
The best constant in (3.6) is still unknown, even for the case f" =1 The
second part of Lemma 3.2 is probably true under much more general
conditions (cf. [16, Coro. 8J).

Proof of Lemma 3.2. Without loss of generality we can assume that
0< P < 00 since once (3.6) is proved for 0 < P < 00 then the case P = 00

follows by letting pi 00.

A second assumption we can make is that lim,,~oc/,,(x)=f(x) exists
almost everywhere. Whether or not {fn} converges, we can first prove the
lemma for Fn=infm;;." Urn}. Since F,,(x)~fn(x) for every XE [-1, 1J, we
have

On the other hand, lim" ~ oc Fn(x) = lim infn~ x f,,(x) a.e. in [-1, 1].
Therefore, it is sufficient to prove the lemma for convergent sequences.

In addition, we can also assume that there is a constant M such that

for a.e. x E [ -1, 1].

(3.7)

Otherwise, we can set

and then once (3.6) is proved for the sequence Un. M}' the general case
follows by applying (3.6) with U". M} and fx. M = limn ~oc/". M' and

640/77/3-6



296 NEVAI AND XU

by letting M i 00 while using 100, Mil a.e. in [-1, 1] and Lebesgue's
Monotone Convergence Theorem on the left-hand side of (3.6).

The following arguments are valid if all three above assumptions hold.
If 0 < p ~ 2 then by Holder's inequality

rI/n(t) - I(t)/ IPn(a:, t)jP dt
-I

~21-(PI2)[fl (1/n(t)-/(t),)2
IP

2( t) l(t)dtJPI2
'" -I [o:'(t)]p/2 Pn 0:, 0:

so that by (3.7) and Lemma 3.1

Hence, by (3.6) applied with In ==f, that is by [8, Thm.2, p.317] the
lemma follows for 0 < p ~ 2.

The case when 2 <p < 00 is reduced to the case p = 2 by using Holder's
inequality to obtain

(3.8 )

In view of (3.7) and by Lebesgue's Dominated Convergence Theorem, for
the first term on the right-hand side of (3.8) we have

[

1 ( f,(t) )P ](P-2 l1P
lim n dtn~oo L1 ja:'(t)j1=?

=[f ( In(t) )P dt](P-
2

11P.
-1 Jct'(t) j1=?

Therefore, applying Lemma 3.1 to the left-hand side of (3.8), inequality
(3.6) follows immediately. I
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Proof of Theorem 4. In what follows, for the sake of simplicity in the
notations, we will write Pn for Pn( W). Let {xjn }j= 1 denote the zeros of Pn
in decreasing order, and let X On = 1 and X n+ 1, n= - 1. Then

[

X kn - X k + 1 n J± 1sup . < 00,
XE [Xk+J.n,Xbo] ((j1=?)/n) + (l/n 2

)

(cf. [II, Thm. 9.22, p. 166 J). Let Un be defined by

k = 0, 1, ..., n, (3.9)

Given a> 0, define the set tC'Aa) by

Then, by (3.9), for every sufficiently small 0< a < ao = ao(U)

(3.10)

(3.11 )

[
U(x) J±I

sup -- < <X) and
xESn(al Un(x)

(3.12 )

In what follows we fix 0 < a < I so that (3.12) holds. Even though it is
natural to assume that A k > -1 for k = 1, 2, ..., m, in (1.4), the proof of
(1.6) does not require this condition. As a matter of fact, in Part (ii) we will
temporarily relax this assumption.

Part (i). First assume that r ~ 0, P~ 1, and °< C I ~ g(x) ~ c2 < OC! for
XE [-1,1]. Then, since Pn vanishes at Xkn' we have

IPn(x)11 + (r/pi ~ 1(1 +~) f IPnUW/p Ip~(t)1 dtj
P Xkn

~ (1 +~) fk-I,n !PnUW/P Ip~(t)1 dt
p Xk+ I,n

for x E [Xk + I, n' Xk_ I, nJ, k = I, 2, ..., n. Thus, by Holder's inequality



298 NEVA) AND XU

where (lip) + (l/q) = 1; that is,

for all Xk+l.n~X~Xk-l,n' Therefore, multiplying both sides by Un and
using the second inequality in (3.12), we obtain

~ C1f'-In IPn(t)l' Ip~(tW Un(t) dt
Xk+ l,n

for all x k + I, n ~ X ~ X k -I, n where C 1 = C1(r, P, U). Now, by (3.9),

IPn(x)!r+p Un(x)
[Xk - x ] ---;:==------

-I,n k+l,n [((J1=?)ln)+(l/n 2 )]p

~ C2f'-I.n !Pn(t)l' Ip~(tW Un(t) dt
Xk + I, n

(3.13 )

(3.14)

for all Xk + I, n~ X ~ Xk _ I. n where C2 = C2(r, P, U, W). Integrating the latter
over [Xk+l,n,Xk-l,nJ, we obtain

fX'-ion IPn(x)I'+P Un(x) dx

X'+in [(J1=?)/n) + (lln 2 )]P

~ C 2 f' -I.n \Pn(t)l' Ip~(tW Un(t) dt
Xk + 1,n

(3.15 )

for k = 1, 2, ... , n. Let 1s denote the characteristic function of the set g, let
A c [ -1, 1] be a fixed interval, and let Dn(a) be the set defined by

Then, adding together the inequalities (3.15) for all k such that
[Xk_l,n,Xk+l.n]s::Dn(a)nA, we obtain

fl tPn(x)I'+P 1Dn(a)nA(X) Un(x) dx

-I [(J1=?)/n) + (l/n 2 )JP

~ C2 f IPn(t)l' Ip~(tW Un(t) dt. (3.16)
Dn(a)nA
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Since D ,,(a) ~ If,,(a), we can use the first relation in (3.12) to replace V" by
V in the right-hand side of (3.16). Therefore,

f' Ip,,(xW+P I D .(a)nAx) U,,(x) dx

-I [«J1='?)/n) + (l/n 2)]P

~ C 3(I Ip,,(tW Ip~(tW 1.1(/) U(t) dt,

where C3 = C 3(r, P, V, W). Note that

for a.e. x E [ - I, 1].

Hence, by (3.17) and Lemma 3.2, inequality (1.6) follows when r~O, P ~ I,
and 0<CI~g(X)~C2<OO for xE[-I, 1].

Part(ii). If r~O, p>O, O<CI~g(X)~C2<CO for xE[-I, 1], and
f6w(g, t) t -I dt < co, then the proof goes along the same lines except that
one also needs a pointwise estimate for p~ which requires the assumption
concerning the modulus of continuity of g in (1.5). We start with (3.13)
applied with P = 1, that is, with

IpAx)lr+ I U,,(x) ~ C4 rH
,. !p,,(tW Ip~(t)1 U,,(t) dt (3.18)

Xk+ I,"

for all Xk + I." ~ X~ Xk -I. n> k = 1, 2, 00" n, where C4 = C4(r, V). Given 0 <
P < 1, the next step is to apply (3.18) with U* instead of V where

U*(x) = U(x)(I- X2)3(I-p)/4 W(x)(l-p)/2.

As mentioned before in Part (i), at this point it is not necessary to assume
U*EL.([ -1,1]). We obtain

!p,,(x)l r + 1 U:(x) ~ C4 fk-l,n Ip,,(t)jr Ip~(tW Ip~(t)J' -p U:(t) dt (3.19)
Xk+ 1,0'1

for all Xk+l."~X~Xk __ I,,,, k=I,2,oo.,n. Now we eliminate Ip~(tW-P in
(3.19) by using the estimate

(3.20)

where C s = Cs(p, W). Inequality (3.20) follows from Badkov's pointwise
estimates for generalized Jacobi polynomials [1, Thm, 1.1, p. 226] (cf. [11,
Lemma 9.29 and Thm. 3.33, p. 170--171]) and from some weighted
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Bernstein-Markov type inequalities for generalized Jacobi weights (cf. [11,
Thm. 9.19, p. 164]). Applying (3.20) to (3.19) leads to

IPn(xW+ IU:(x) ~ C6 n 1
-

pf'-I,n IPn(tW Ip~(tW Un(t) dt (3.21)
Xk+ I,"

for all Xk+ l • n ~ X ~ Xk- I • n, k = 1,2, ... , n, where C6 = C6(r, U, W).
Inequality (3.21) is analogous to (3.13) except that this time 0 < p < 1 as
opposed to P ~ 1 in (3.13). For the case 0 < p < 1 the rest of the proof is
now completely analogous to how we proved (1.6) from (3.13) for p ~ 1 in
Part (i). We do not elaborate on the details. I

4. PROOFS OF THEOREMS 1-3

Proof of Theorem 1. First we will prove (ii) => (i). Let R zn _ 1 be the
polynomial of degree at most 2n - 1 that satisfies (2.22). Then

In view of Lemma 2.6, we get

IlFnU- R 2n - I )llu.p ~ Klog n Ilf- R zn - III 00 + K II!' - R~n_11I 00

~KCo~n+ 1) EZn-2U')~ 0
which gives (i).

Now we will prove (i)=> (ii). Let Sn be the cubic spline function defined
by (2.19). By the uniform boundedness principle, it follows from (i), (2.20),
and (2.21) that

sup IlFn(sn)lIu,p~K<oo.
nE N

By (2.1), (2.3), and (2.19),

IlFn(sn)11 u,p = IIGn(s~)1I u. p= II kt (x - Xkn) Ikn(x)2 L,p'

Therefore, according to formula (74) in the proof of [14, Theorem 3,
p. 52], Lemma 2.9, and (2.12), we get

fl IPZ(X)IPsup _n_ u(x) dx ~ K < 00,
nE N (I +xlnl/Z n
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so that by (2.11)

sup w(1-n- 2)-Pr u(x) dx:::; K< co.
nEN (I +xln)/2

Writing w(x)=g(x)(l-x)a(1+x)b and u(x)=(1-xy(l+x)d, by (2.7)
the above inequality is equivalent to n2

(ap- c-I):::; K for n = 1, 2, ..., so that
(1 - x 2

) u(x):::; KwP(x) for x E [0, 1]. The proof of the latter inequality for
XE [-1,0] is analogous. I

Prool 01 Theorem 2. First we will prove (ii) => (i). Obviously, we
only need to consider IlFn(f-R 2n -dllu.p where R 2n - 1 satisfies (2.22). By
Lemma 2.7, we have

Now we will prove (i) => (ii). Let Sn be the cubic spline function defined
by (2.19), and let/l(x)=x. Then by (i), (2.20) and (2.21),

1III Fn(sn) - Fn(fl sn)ll u. P

:::; 21
/
p 11/1(Fn(sn) - sn)llu.p + 21

/
p II/l sn- Fn(flsn)lIu.p

~ ~ E2n - 2(S~) +~ E2n - 2((fISn)') ~ ~ Ils~ II 00 +~ 11(f1 sn)'ll 00

n n n n

Hence, by (2.1) and (2.3), we have

II kt (X- X kn)2/U X )tp = IIfIFn(Sn)-Fn(flSn)lIu.p:::;~, nE N,

and, by (2.4) and (2.12),

n

sup n Ilp~ II u, p L ;';nP~ _ I(x kn )~ K < 00.
nEN k=1

By Lemma 2.9, sUPnEI'II l\p~lIu.p:::;K, and the integrability of wiPu follows
from [8, Thm. 2, p. 317] (or, equivalently, from Lemma 3.2 applied with
In =/).9 I

9 Since the results in [7, 8] hold for more general weights, this also justifies the remark
following Theorem 2.
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Proof of Theorem 3. First we will prove (ii) = (i). By Lemmas 2.8 and
2.7 applied with (l-X2)-p/2 u in place of u, we have

Therefore, choosing R 2n _ I as in (2.22),

IIF~(f- R 2n - dllu,p ~ Kn IIf- R 2n - 1 1l en + K 11f' - R;n-lll en

~KE2n-2(f'), nEt\!,

and (i) follows.
Now we will prove (i) =(ii). Let Sn be again given by (2.19), and let

fl (x) = x. Then by (2.1) and (2.3),

n

fl(x)Fn(sn,x)-Fn(flsn,x)= L (x-xkn)21~n(x),
k~1

so that by (2.4)

Differentiating this formula, we obtain

Let ,1 c (-1, 1) be a fixed closed interval. Since, by Lemma 2.2, Fn(sn)
converges uniformly to 0 on ,1, we have

lim 1I1<1Fn(sn)lIu,p=O.
n-x

Condition (i) in Theorem 3 and Eq. (2.21) imply that

lim sup 111<1[11 F~(sn) - F~(fl Sn)] II U,p ~ K
n~ ex;

with a constant K independent of ,1. By Lemma 2.9 and (2.12),

n

lim inf n I A.~nP~ _ I (xkn )> o.
n-oo k=l

(4.2)

(4.3 )

(4.4 )
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Putting together the pieces (4.1 )-(4.4), we obtain

lim sup n- I
111.1PnP~ Ilu,p ~ K,

n- :tJ

so that by Theorem 4,

303

II 1.1 lv 2- Pllu,p ~ K

with a constant K independent of A. Applying this with A = Am = [-1 +
m -1, 1 - m -1] and letting m ~ 00, the integrability of 11'2PU follows from
Fatou's Lemma. I
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